
An Integrator Tool for Object Class Recognition in
Digital Imagery

Vinícius A. De Melo
GSORT - Instituto Federal da Bahia

Rua Emídio Santos, s/n,
Salvador - BA

Email: stdcoutvinicius@gmail.com

Manoel C.M. Neto
GSORT - Instituto Federal da Bahia

Rua Emídio Santos, s/n,
Salvador - BA

Email: manoelnetom@gmail.com

Abstract—The use of video cameras in different devices and
applications generates a huge amount of data, which in most
cases are only consumed by humans. One of the key points to
allow these data to be processed by computer systems is the
detection and recognition of different objects that can be part
of an image. This allows, for example, not only to use a camera
as a device that produces videos or images but also as a sensor
that can be used in the development of ubiquitous applications.
Thus, the object class recognition task on digital imagery can be
seen as a support tool for ubiquitous computing.

This paper presents a tool for integrating object detection
solutions per domain, guided by a systematic literature review
aiming to expose the state-of-the-art of the object class recogni-
tion task. The priority in this study was to select the most cited
papers and used techniques. We extracted the results, showing the
techniques used taking into account its performance, as well as
its limitations and the challenges of the research area as a whole.
From the results found, it was possible to point out the most used
techniques in the area,the difficulties in its implementation due to
the amount of detail, and how a tool that encapsulate these details
can be useful for non-expert developers in computer vision.

Index Terms—Multimedia, Computer Vision, Detection, Object
Classes, Tool, Integrator, CBIR, SLR

I. INTRODUCTION

The Computer Vision emerged in order to reproduce the
human visual ability to recognize three-dimensional objects
and embed them into robots. By the time of its appearance
in the 70s, the area called Computer Vision was differentiated
from Digital Image Processing area, and was defined by the
idea of recovering the three-dimensional structure of the real
world as prior step to the complete semantic understanding of
the scene. Researchers in this area then has been developing
algorithms and mathematical mechanisms to detect objects in
sets of images [1]. There are several types of problems in this
area, such as: visual tracking in unconstrained environments,
focus on pedestrians and vehicles with part-based detection,
detection and description of events and activities from videos,
etc. This paper focus on automatic detection and recognition
of real-world objects in images [2].

Object recognition in images is a common challenge in com-
puter vision. It can be divided into object instances recognition
and object class recognition [2]. Object instances recognition
consists on identifying an specific object known in advance.
Object class recognition consists on identifying a class in

which an object belongs [2]. The range of variations in colour,
texture and shape within a class of object is a challenge for
recognition. In this case, the problem is classified as intra-class
variation [2]. However, we can assert that the identification is
a more challenging task due the variety of classes that may
have very similar visual characteristics (e.g. a tiger and a cat).
This kind of problem is classified as inter-class variation.

The current accuracy of object class detection techniques
can still be considered too low to be used in general purpose
applications. So, this is still an open problem [2]. For example,
in [3] the author highlights that there is not a technology
sufficiently unified and matured to represent all the aspects
of visual perception, and therefore suggest that each problem
type should be approached by using a specific method. The
same author considers that, in an image, we can not infer what
is the class of objects it contains. He also says that, there is
no way to know at what scale, position and orientation those
objects will be placed and yet, under which light conditions or
kind of scenario it will be inserted [3]. In this regard, Szeliski
[1] indicates that even with all the advances, current computer
vision systems are less capable than a two-year old child.

In [?], Smith affirms the importance of Computer Vision,
as well as the use of sensors and RFID for ubiquitous
systems. In [4], Computer Vision is indicated as the basis for
developing applications with augmented reality. In his work
Wirtz highlights the difficulty of implementing ubiquitous
solutions with computer vision due to the current form of
implementation, which is based on image transfer via Internet
to remote processing. In the meantime, the DMCV (Direct
Mobile Computer Vision) is presented as a solution based on
processing in mobile devices using an ad hoc network with
no need of Internet.

The major goal of the solution proposed here is to contribute
to the area of ubiquitous systems, by simplifying the class
object detection task by non-expert developers in computer
vision. Those are some applications that can use objects
class detection capabilities aimed here: detecting and counting
animals on farms through unmanned aerial vehicle (UAV)
equipped with camera, automobiles identification at crossings
for automated control of lights, identification of nameplates
vehicles in a way to settle debts verification by the competent
traffic authority, etc.



The project here presents an integrative tool that encapsula-
tes the details involved in detecting a certain class of objects
individually. The aim is to reduce the problem related to the
difficulty of using the object class recognition techniques. For
each desired domain, the tool will provide a program that will
perform the recognition tasks. The interface provided by the
programs will encapsulate the complexity of algorithms and
techniques involved. The developer will deal only with simple
system calls as detectObjects targetImage.png.

This article is organizes as follows: Section 2 describes
the systematic literature review performed, Section 3 presents
the correlated works, Section 4 describes the proposed tool,
Section 5 details two examples of object detection proposals
from scratch, and Section 6 presents conclusions and final
remarks.

II. SYSTEMATIC LITERATURE REVIEW

Knowing and understanding what are the most important
studies in this area is a key point to find solutions to the
problems mentioned previously. In this context, this paper at-
tempts to survey the state-of-the-art of object class recognition
area by means of a Systematic Literature Review (SLR). This
sectuibs is organized as follows: part A describes the method
used to conduct this SLR, part B presents the results of this
review, part C presents the analysis of these results, part D
highlights some limitations of this work, and part E presents
conclusions and final remarks.

A. Methodology for systematic review construction
The need to synthesize available research evidence created

well established evidence-based disciplines such as medicine
and education research method called systematic literature
review [5], [6]. This practice has recently been recognized
in several computing disciplines as, for example, software
engineering and HCI [7], [8]. More recently, a new method
derived from systematic literature reviews was introduced:
systematic mapping studies. Such studies are more focused
on developing classification schemes of a specific topic of
interests and reporting on frequencies of publications which
cover a given topic of the development classification schemes.

This work reports the findings of a study that was conducted
by combining methods for systematic literature mapping and
review to investigate the current state of research on object
class recognition area. It is our goal to find the state-of-art of
techniques, tools and methods used in this topic. For this, it is
also intended to identify research issues unresolved in order
to propose a project to present some contribution to this area.
The details of research methods are described in the following
subsections and were adapted from [9].

B. Study Design
This section presents the main focus, goals, highlights

questions that this review attempts to answer and explains what
research papers were included and excluded.

The focus of this literature review is based on Cooper’s
research outcomes, research methods, and practices or appli-
cations categories [10]. The research outcomes reveal gaps

in the literature with regard to object class recognition. The
findings are based on the systematic analysis of data collection
of research material. The research methods are analyzed to
provide an overview of approach evaluations used by resear-
chers and their contribution focus. The focus on practices and
applications shows useful information regarding what type of
content is provided in prototypes, where they came from, and
where they are presented.

Our goal is to integrate outcomes and synthesize the results.
We also attempt to generalize findings across the collected
research papers. For this, a survey was conducted on sources
of relevant research in the area. These sources are those where
convey the most important works in computer vision and
computer science areas as a whole. We used keywords which
describes the information of interest. Then the results were
filtered in order to get only those that concerns to the area. For
that, the paper’s title, keywords and abstracts were analyzed.
From this results we selected, the most cited ones, the newest
and those that cites the most cited techniques for complete
reading and contribution extraction.

Finally, two important questions to be answered by this
review are:

1) What are the major techniques, methods and tools used
for object class recognition?

2) What are the available tools to aid the object class
recognition, including those that provide a high-level
interface.

C. Data Collection

The first step on Data Collection phase consists of a data-
base search through academic and state-of-the-art publication
databases. This step also included a manual search in the
proceedings of some of the main symposiums and conferences
whose focus is object class recognition. Four digital libraries
were identified to be systematic searched:

• ACM Portal (http://dl.acm.org/),
• IEEE Xplore (http://ieeexplore.ieee.org/),
• Google Scholar (http://scholar.google.com.br),
• Springer Link (http://link.springer.com).

These digital libraries were chosen because they:

1) own search engines that allow the use of logical expres-
sions or equivalent mechanism,

2) include computer science publications or related topics
that are related to the points being researched,

3) allow the search within metadata of publications, and
4) are accessible through the academic research network of

the authors.

These digital libraries are commonly used as sources of
systematic surveys in computer science research. Note that,
not all digital libraries had the same features and search
capabilities. So, it was necessary to apply modifications on
the search for each specific library. Specially, Google Scholar
although not being a publishing platform, presented results
from other digital libraries and sources not mentioned here.



Figure 1. Publications per Year

For each source, we conducted a search that used Boolean
expressions. The logical Boolean string used in the conducted
search is listed below:

1) (“class recognition”) OR
2) ((“ class recognition"OR “class detection") AND “tech-

nique”) OR
To conduct a search using an equivalent string as above,

it was necessary to understand each of the digital library’s
advanced search features. The end result was that all papers
retrieved had within their title, abstract, or keywords a combi-
nation of the keywords presented in the Boolean string. Before
proceeding to the next phase, all duplicated publications were
removed. The number of papers selected after this stage was
133.

Inclusion criteria were outlined in stage 2 to filter irrelevant
studies from stage 1. The title and the abstract of each
paper were individually examined for false positives. Thus, it
was possible obtain a search result that contained all wanted
keywords but without necessarily discussing the points of this
review. At this point, a total number of 65 studies remained.
In this group, were included the papers who met the inclusion
criteria. These inclusion criteria are:

1) Papers that present and evaluate object class recognition
methods.

2) Papers that present tools for object class recognition.
3) Papers that present techniques for object class recogni-

tion for a particular domain.
4) Papers that evaluates tools that provides a high level

interface for object class recognition.
In stage 3, all the 65 remaining papers were read. With the

the full text reading of each paper, it was possible to identify
new papers that matched exclusion criteria, something that was
not possible with the readings of title and abstract only. This
stage was also utilized to extract data to be analyzed later. In
the end, 20 papers remained. These papers include the most

Figure 2. Papers per Library

cited ones and those that address the top four object class
recognition techniques.

D. Data Analysis

This section presents the data extracted from stage 3. A
questionnaire was used to extract data from the literature in
an iterative process. A first version of the questionnaire was
designed and tested on a small subset of collected papers,
revealing more variables that were brought to attention. After
the refinement, the questionnaire was then used to extract data
from all collected papers. A digital format for the question-
naire was utilized, using the Google Form1 technology. The
use of a digital questionnaire allowed to introduce new vari-
ables during the SLR. The questionnaire can be summarized
as:

1) general Information for the paper:
a) year of publication;

1http://www.google.com/drive/apps.html



Figure 3. Techniques per Number of Citations

b) publication Source;
2) object class detection specific information:

a) techniques for image matching;
b) techniques domains;

III. RESULTS

We selected 65 papers out of 133 items returned by search.
The distribution of papers collected over the years is shown
in Figure 1. The search returned papers dating from 1996 to
2014. The majority of articles have been published after 2005.

The articles selected in each platform were distributed as
follows: Springer Link 25 papers (Springer was the library
that returned more results), 15 papers in Google Scholar, 15
papers in ACM and 10 papers in IEEE. This distribution is
presented in Figure 2.

The Figure 3 presents the most cited techniques for image
matching. The top four techniques are SURF (Speed-ed Up
Robust Features) with 5.3%, SVM (Support Vector Machine)
with 10.5%, PCA (Principal Component Analysis) with 13.2%
and SIFT (Scale-Invariant Feature Transform) with 18.4%. The
Figure 4 shows the top 8 most cited papers and Figure 5
indicates the most cited domains.

A. Overview

In [11], the authors did a survey listing over than 300
contributions to the image processing area and other research
sub-fields. This paper includes different research fields such as
computer vision, machine learning, image recovery, human-
machine interaction, database systems, data mining and web,
information theory, statistics, psychology and other new fields
that arise from the interaction between two or more fields, like
machine learning and psychology.

The term CBIR (Content-Based Image Retrieval) was used
in [11] and in [12] to describe any technology that aid an
image classification by using their content as parameter. In
this scenario, both papers identified the difficulty on the use of

visual similarity for judging semantic similarity. The authors
say that the human eye took a long time to evolve until reach
the current precision stage. Therefore, to infer a function and
pass it to a machine is still an open challenge. There is a
semantic gap between a pure and simple visual content (low
level) and a semantic context in which that content applies
(high level) [11].

Figure 5. Domains per Amount of Citations

Still on paper [11], the authors understand as a sensorial
gap, the difference between a real-world object and a discrete
information stored on computer media. They point that distinct
domains types can help to minimize this sensorial gap. These
domains are necessary to interconnect sensorial and semantic
gaps by means of visual attributes available, to meet to the
user’s demands. This process includes image processing and
visual features definition.

Some challenges in object class recognition area can be
summarized in two questions: How to represent images in
order to allow search and to organize its contents? How to
define similarity functions between image representations in
a way that it could reflect the human perception? [12]. To
answer these (and other) questions, [11] says that an image
search engine should indicate features that reflects the user’s
intentions, thus making a reduction into the semantic gap.
Some examples of search engines that already indicate these
features are: QBIC [13], Pictoseek [14] and VisualSEEK [15].
To address the problem of human vision characterization in
an algorithmic way, the authors in [11] suggest a trend in the
use of statistical techniques and machine learning in CBIR.
The automatic machine learning is typically used in clustering
and classification, signature composition, similarity measures
tuning and technical basis for search schemes.

Another shortcoming is the lack of methods and techniques
that deal with segmentation. For example, the extraction of
visual signature is a preliminary procedure for image analysis
tasks and has the segmentation as a sub-task. In this context,
there is an urgent need to develop a more effective framework
for representing images contents and features extraction in
order to avoid erroneous segmentation process, and also to
enable automatic images annotation [16].
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In [17], the authors points that the recognition of object
classes is an important open problem in computer vision field.
To fill this gap, they suggest tree questions that need to be
answered by a classification system:

1) What points or regions should be detected?
2) Which discriminative descriptors must be extracted from

these points or regions?
3) Which powerful learning algorithms are able to diffe-

rentiate between the extracted descriptors?

A key point to answer these questions is the ability to
describe a patch (an image region). This is crucial for many
recognition algorithms because: i) it finds correspondences
between different views of the same object or to represent
parts of object categories and, ii) it must be robust to support
changes in illumination, moderate pose variation, variation
and intra-class appearance. A standard approach to this is to
describe a patch using Histograms of Gradients (HoG) [18],
on a combination of positions, orientations and scales. We can
highlight, for example, the interest point detector / descriptor
techniques named SIFT (Scale Invariant Feature Transform)
[19] and GLOH (Gradient Location and Orientation Histo-
gram) [20] which proved to be very effective for recognizing
object instances [21].

To obtain information retrieval from computer images, a
common requirement is to extract its features (represented by
numeric values) such as shape, color, texture and local. A
simple fusion of features via concatenation can result in mul-
tidimensional vector features. Currently, researchers still find
it difficult to determine which is the best method of fusion of
features that can produce best results. A simple concatenation
can generate problems such as “curse of dimensionality”. To
avoid this, the selection of discriminative features from the
whole combination is essential. The challenge is to find a sub-
set of discriminative features that provide the best recognition
performance [22].

B. Methods and Techniques

Some methods used to the recognition of object classes,
use histograms to evaluate the distribution of colors, gabor
filters to extract shapes and wavelets transforms to improve
the colour features [23]. To minimize the semantic gap, some
authors proposed a comparison of object silhouette, structural
feature matching, semantic level matching and learned-based
approaches. These are global representations which are easy
to build and are invariant to object position. However, these
are very rude representation [12], [11].

The Relevance Feedback (RF) is a feature used in some
information retrieval systems. The idea behind relevance fe-
edback is to take the results that are initially returned from a
given query and to use information about whether or not those
results are relevant to perform a new query. We can usefully
distinguish between three types of feedback: explicit feedback,
implicit feedback, and blind or “pseudo” feedback. After that,
the system can refine its subsequent searches [12].

Explicit feedback is obtained from assessors of relevance
indicating the relevance of a document retrieved for a query.
This type of feedback is defined as explicit only when the
assessors (or other users of a system) know that the feedback
provided is interpreted as relevance judgments. Users may
indicate relevance explicitly using a binary or graded relevance
system. Binary relevance feedback indicates that a document
is either relevant or irrelevant for a given query. Graded
relevance feedback indicates the relevance of a document to a
query on a scale using numbers, letters, or descriptions (such
as “not relevant”, “somewhat relevant”, “relevant”, or “very
relevant”). Graded relevance may also take the form of a
cardinal ordering of documents created by an assessor; that
is, the assessor places documents of a result set in order of
(usually descending) relevance. An example of this would be
the SearchWiki [24] feature implemented by Google on their
search website.



The relevance feedback information needs to be interpolated
with the original query to improve retrieval performance, such
as the well-known Rocchio Algorithm [25]. A performance
metric which became popular around 2005 to measure the use-
fulness of a ranking algorithm based on the explicit relevance
feedback is NDCG [26]. Other measures include precision at
k and mean average precision.

Implicit feedback is inferred from user behavior, such as
nothing which documents they do and do not select for
viewing, the duration of time spent viewing a document, or
page browsing or scrolling actions [27]. The key differences of
implicit relevance feedback from that of explicit include: i) the
user is not assessing relevance for the benefit of the IR system,
but only satisfying their own needs and ii) the user is not
necessarily informed that their behavior (selected documents)
will be used as relevance feedback. An example of this is the
Surf Canyon browser extension [28], which advances search
results from later pages of the result set based on both user
interaction (clicking an icon) and time spent viewing the page
linked to in a search result.

In [11] the authors also presents a search type based both on
the user as on the system point of view. The user can define its
search from: keywords, image, free sketches or a combination
of previous forms. The system can process the queries with:
text interpretation, content-based or interactive method.

The paper [29] presents an approach for recognition in 3D
that shows better performance than other approaches. A 3D
SURF extension as a local descriptor technique that proved
to be effective in 2D and could also be implemented in 3D.
A new method for extraction of local features and descriptors
for 3D shapes was also presented. The author notes that, in a
video, 3D detection can be more effective with the 2D analysis
of each frame.

The use of global features is typically used to recognition of
three-dimensional objects classes. We can highlight some these
techniques as, for example: Fourier or Spherical Harmonic,
Shape Moments and Shape Histograms [29]. The problems
of global representation were solved by local representation,
by the means of patches. These patches are just image parts
selected by interest points which detect structures such as
corners, spots and peaks. Its popularity is due to the ability to
adapt to scale variation. They intend to model the distribution
or to characterize the distribution properties of color pacthes,
gray scales and filter banks which describes local textures
(using techniques such as: SIFT, texture, geometric blur and
PCA-SIFT) [12].

In [30] the author contributed to the line of research that
argues that a single model that combines multiple sources
of information features can generate better results in the
detection of object classes. The method proposed in the paper
differs from others by considering global and spatial features
in addition to local features. To represent local features,
they used PCA-SIFT because they found that it has superior
performance when compared to SIFT. The method proposed
in [30] combines three popular recognition methods, texture,
global shape, and PSR features with an AdaBoost model [31].

The author thinks that these techniques have complementary
strengths and that should be used together. The author used the
Caltech database [32] to attest the better performance of the
proposed method than previous ones. The Caltech database has
become a benchmark for recognition methods class. The tests
also indicate that different classes require different recognition
methods.

Usually, databases containing images with complex and
varying backgrounds do not presented a good performance
with the use of local features. Based on global features, such
as shape context, some methods present problems when the
object to be detected appears in a scene with cutting. The
method presented by [30] will therefore tend to use global
features when an object can be well defined, and to use local
features when the object is cut. The author shows that the
results obtained were better than those of the works which are
state-of-the-art.

In [33] the authors say that the use of appropriate features is
important for techniques based on SVM and KPCA in different
kinds of objects [34]. For this, they used as proof of concept a
robot that receives instructions to detect a specific object and to
detect the class of such objects is used. In the experiment there
is no method of recognizing objects that might work equally
for different types of objects and backgrounds perceived by
a robot. Therefore, the technique should work with multiple
methods, adapting to the characteristics of objects. These
objects can be classified as those that have texture, those that
are texture-free and those with plain body that are recognized
with SIFT. For specific objects they use KPCA + SVM. The
authors also say that for recognition of object class some
works uses Kernel PCA-based and SVM features. In the list
of features typically used for recognition we can highlight:
intensity, gabor feature and color. The objects are classified
into five categories by the author and, for each category, a sub-
set of techniques is applied to achieve the better performance.

In [16] the author proposes a hierarchical boosting fra-
mework whose experiments on a specific domain of natural
images have obtained very positive results. The performance
of image classifiers largely depends on two inter-related issues:
(1) suitable frameworks for image content representation and
automatic feature extraction; (2) effective algorithms for image
classifier training and feature subset selection. To address the
first issue, a multiresolution grid-based framework is proposed
for image content representation and feature extraction to
bypass the time-consuming and erroneous process for image
segmentation. To address the second issue, a hierarchical boos-
ting algorithm is proposed by incorporating feature hierarchy
and boosting to scale up SVM image classifier training in high-
dimensional feature space. The high-dimensional multi-modal
heterogeneous visual features are partitioned into multiple low-
dimensional single-modal homogeneous feature subsets and
each of them characterizes certain visual property of images.
For each homogeneous feature subset, principal component
analysis (PCA) [35] is performed to exploit the feature corre-
lations and a weak classifier is learned simultaneously. After
the weak classifiers for different feature subsets and grid sizes



are available, they are combined to boost an optimal classifier
for the given object class or image concept, and the most
representative feature subsets and grid sizes are selected.

The segmentation consists of identifying shapes. It is a
problem that can be described by the means of a graph,
where the nodes are image pixels and the edges represents
the relationship between a pair of pixels. Shi and Malik [36]
proposed a segmentation technique cut-based that uses the
contour and texture variation. In this scenario, the search for
patterns in medical imagery has been being a huge research
goal. The segmentation introduces some challenges, as: com-
putational complexity, confiability on good segmentation, safe
methods to assess the good segmentation. One alternative
indicated by the author would be to low the segmentation
dependency, including to develop techniques with no need
for segmentation [11]. The paper provides an algorithm for
partitioning grayscale images into disjoint regions of coherent
brightness and texture. Natural images contain both textured
and untextured regions, so the cues of contour and texture
differences are exploited simultaneously. Contours are trea-
ted in the intervening contour framework, while texture is
analyzed using textons. Each of these cues has a domain of
applicability, so to facilitate cue combination we introduce a
gating operator based on the texturedness of the neighborhood
at a pixel. Having obtained a local measure of how likely two
nearby pixels are to belong to the same region, they use the
spectral graph theoretic framework of normalized cuts to find
partitions of the image into regions of coherent texture and
brightness.

In [11], a feature is a term that is associated with some
visual property of an image, a sub-set of pixels with some
semantics. There are techniques that try to extract visual
signature of an image from its color. For such a method it
is used color spaces more compatible with the human eye,
such as LUV. Features based on textures aims to capture the
granularity and repeating patterns on the surfaces of images. It
is specially effective in specific domains such as: aerial images
and medical images. Hence derived the field called texture
features, studied within the areas of of image processing,
computer vision and computer graphics.

In [37], Objects or visual classes categories are represented
by a combination of local descriptors (features computed over
a a limited spacial support) and their special distributions,
sometimes refereed as part-based models. In computer vision,
local descriptors, by being resilient to partial visibility and
concealment, have proved to be well adapted to matching
and recognition tasks. These tasks require descriptors that
are repeatable (able to identify and detect corresponding
points between two instances of an object despite changes).
They motivated the development of point detectors invariant
to affinity / scale and descriptors resilient to variations in
illumination and geometry.

In [38], the author highlights that local descriptors with
dense samples have excellent performance and therefore have
become popular for object class recognition. The author in-
dicates that, once the computer processing power increases,

techniques based on sliding windows becomes more feasible
for real time applications. This kind of technique is more
efficient than others, despite being criticized because it uses
a lot of computational resources. As proof of concept, the
paper presented an implementation of Histograms of Oriented
Gradients (HOG) using a computation technology called Ge-
neral Purpose for Graphic Processing Unit (GPGPU). HOG
descriptors are features developed for object class detection
that, when combined with SVM classifiers, become one of the
best detectors available. The author shows that, using parallel
architectures that can be found in many current graphics
processors, is possible to achieve a gain of performance over
than 30 times.

Other important set of techniques involving object class
detection include: bag of features, constellation model, star
topology, sparse texture representation and texture recognition.
In [37], the author shows an approach called bag of key points
for visual categorization, that is a histogram of the number of
occurrences of particular images in a given image. In [39] the
author investigated the quantization vector in small square. The
paper propose a new framework termed Keyblock for content-
based image retrieval, which is a generalization of the text-
based information retrieval technology in the image domain. In
this framework, methods for extracting comprehensive image
features are provided, which are based on the frequency of
representative blocks, termed keyblocks, of the image da-
tabase. Keyblocks, which are analogous to index terms in
text document retrieval, can be constructed by exploiting the
vector quantization (VQ) method which has been used for
image compression. By comparing the performance of the
proposed approach with the existing techniques using color
feature and wavelet texture feature, the experimental results
demonstrate the effectiveness of the framework in image
retrieval. The author found that the use of these features has a
better result than approaches based on color and texture, when
combined with similar vector, histogram and n-gram-models
of text retrieval. The tests showed that the method is robust to
background occlusion and produces good categorization even
without exploring geometric information. The results with
SVM are clearly superior comparing to Naive Bayes classifier
[40]. As of the date of such publication, in 2004, this was the
largest comparison made between these two classifiers [37].

In [41], the author proposes a technique based on bag
of features, which presents a holistic approach to classify
images. The method showed promising results when tested on
three large sets of images. The paper presents a method for
recognizing scene categories based on approximate global ge-
ometric correspondence. This technique works by partitioning
the image into increasingly fine sub-regions and computing
histograms of local features found inside each sub-region. The
resulting “spatial pyramid” is a simple and computationally
efficient extension of an orderless bag-of-features image re-
presentation, and it shows significantly improved performance
on challenging scene categorization tasks. Specifically, the
proposed method exceeds the state of the art on the Caltech
database and achieves high accuracy on a large database



of fifteen natural scene categories. The spatial pyramid fra-
mework also offers insights into the success of several recently
proposed image descriptions, including Torralba’s “gist” [42]
and Lowe’s SIFT descriptors [17].

The technique proposed in [41] differs from multiresolution
histogram because involve making a sub-sampled repeatedly in
an image and compute the global histogram of the pixel values
in each value. This difference gives to the proposed technique
one advantage, that is not a trivial achievement. This work
also highlighted the importance of discriminative scene global
statistics, even in data that changes very often. The author
also highlight the importance of developing methods to take
advantage of this information, either with individual scene
classes, or modules in conjunction with object recognition
systems or with tools to evaluate the presence of potential
bias in news data sets [41].

In [11], the authors proposed some techniques for the
construction of features signature. In these techniques, we
can highlight: region-based signature [43], histograms [44],
continuous density function [45], stochastic spacial model
(sophisticated, necessary in some cases, but computationally
expensive) [46]. In this scenario, the multiresolution histogram
has been used successfully in textured images recovery. The
problem of using histograms is that they ignore where a color
was found. To resolve this problem, the EMD (Earth Mover’s
Distance) [47] was proposed. The author highlights the region
based signature as the most computationally efficient method
for the recovery task. The motivation for using the region
based signature is that a region more or less homogeneous
(considering color and texture) generally consists of an object.

In [48], the author investigate a new method of learning
part-based models for visual object recognition, from training
data that only provides information about class membership
(and not object location or configuration). This method learns
both a model of local part appearance and a model of the
spatial relations between those parts. In contrast, other work
using such a weakly supervised learning paradigm has not
considered the problem of simultaneously learning appearance
and spatial models. Some of these methods use a “bag”
model where only part appearance is considered whereas other
methods learn spatial models but only given the output of a
particular feature detector. Previous techniques for learning
both part appearance and spatial relations have instead used a
highly supervised learning process that provides substantial
information about object part location. We show that our
weakly supervised technique produces better results than these
previous highly supervised methods. Moreover, the paper
investigate the degree to which both richer spatial models and
richer appearance models are helpful in improving recognition
performance. The results show that while both spatial and ap-
pearance information can be useful, the effect on performance
depends substantially on the particular object class and on the
difficulty of the test database.

Inclusion of local color information in generic object re-
cognition is ignored by almost all approaches, although it is
important and can improve the recognition performance. In

[49], the author presents a generic object recognition approach
using boosting as a learning technique. Simple local color
descriptors combined with the SIFT descriptors are used.
Experiments using benchmark and complex generic object
datasets are performed, and good performance is obtained.
This is another approach to dealing with the problems of
object recognition such as: variations in scale, occlusion, and
appearance of objects, beyond the difficulties about the intra-
class and inter-class variations. The general purpose in this
paper is a type of generic object recognition using a technique
such as boosting layer underlying learning. The technique
consists in the detection of regions of interest from training
images.

Automatic facial expression analysis is an interesting and
challenging problem, and impacts important applications in
many areas such as human–computer interaction and data-
driven animation. Deriving an effective facial representation
from original face images is a vital step for successful facial
expression recognition. In [50], the authors empirically evalu-
ate facial representation based on statistical local features, Lo-
cal Binary Patterns, for person-independent facial expression
recognition. Different machine learning methods are systema-
tically examined on several databases. Extensive experiments
illustrate that LBP features are effective and efficient for facial
expression recognition. We further formulate Boosted-LBP
to extract the most discriminant LBP features, and the best
recognition performance is obtained by using Support Vector
Machine classifiers with Boosted-LBP features. Moreover,
the authors investigate LBP features for low-resolution facial
expression recognition, which is a critical problem but seldom
addressed in the existing work. We observe in our experiments
that LBP features perform stably and robustly over a useful
range of low resolutions of face images, and yield promising
performance in compressed low-resolution video sequences
captured in real-world environments.

Patch descriptors are used for a variety of tasks ranging
from finding corresponding points across images, to describing
object category parts. In [21], the authors propose an image
patch descriptor based on edge position, orientation and local
linear length. Unlike previous works using histograms of
gradients, the proposed descriptor does not encode relative
gradient magnitudes. The proposed approach locally normali-
zes the patch gradients to remove relative gradient information,
followed by orientation dependent binning. Finally, the edge
histogram is binarized to encode edge locations, orientations
and lengths. Two additional extensions are proposed for fast
PCA dimensionality reduction, and a min-hash approach for
fast patch retrieval. The proposed algorithm produces state-of-
the-art results on previously published object instance patch
data sets, as well as a new patch data set modeling intra-
category appearance variations.

Classifying the unknown image into the correct related class
is the aim of the object class recognition systems. Two main
points should be kept in mind to implement a class recognition
system. Which descriptors that have a higher discriminative
power that needs to be extracted from the images? Which



classifier can classify these descriptors successfully? The
most famous image descriptor is the Scale Invariant Feature
Transform (SIFT). Although, SIFT has a high performance,
it is partially an illumination invariant. Adding local color
information to SIFT descriptors are then suggested to increase
the illumination invariant, these descriptors can be called
color SIFT descriptors. In this paper, different color SIFT
descriptors were implemented to evaluate their performance in
the object class recognition systems. This is due to the fact that
some descriptors may have a good performance in one class
and bad performance in another class at the same time. All
possible combinations of these descriptors were used. Some
combinations of color SIFT descriptors achieved remarkable
classification accuracy. Non linear x2-kernel support vector
machine is used as a learning classifier and bag-of-features
representation is used to represent the image features in [17].

In [22] the authors investigates the effects of feature selec-
tion via dimensionality reduction techniques for the task of
object class recognition. Two filter-based algorithms are con-
sidered namely Correlation-based Feature Selection (CFS)[51]
and Principal Components Analysis (PCA). A Support Vector
Machine is used to compare these two techniques against clas-
sical feature concatenation, based on the Graz02 dataset [52].
Experimental results show that the feature selection algorithms
are able to retain the most relevant and discriminant features,
while maintaining recognition accuracy and improving model
building time.

C. Domain-Specific Papers

As shown in Figure 13, the face recognition domain was the
most recurrent domain in the search. In [53], the author present
a system for recognizing human faces from single images
out of a large database containing one image per person.
Faces are represented by labeled graphs, based on a Gabor
wavelet transform. Image graphs of new faces are extracted
by an elastic graph matching process and can be compared
by a simple similarity function. The system differs from the
preceding one [54] in three respects. Phase information is used
for accurate node positioning. Object-adapted graphs are used
to handle large rotations in depth. Image graph extraction is
based on a novel data structure, the bunch graph, which is
constructed from a small get of sample image graphs.

Viola-Jones [55] approach to object detection is by far
the most widely used object detection technique because of
speed of detection in images with clutter. SVM-based object
detection techniques have the disadvantage of slow detection
speeds because of exhaustive window search. Appearance-
based detection techniques do not generalize well in the
presence of pose variations. In [56], the authors propose
a feature-based technique which classifies salient-points as
belonging to object or background classes and performs object
detection based on classified key points. Since keypoints are
sparse, the technique is very fast. The use of SIFT descriptor
provides invariance to scale and pose changes.

In [50], the author focuses on the problem of automatic
facial expression analysis. It was pointed that extracting an

effective facial representation from images of real faces is a
vital step for the successful recognition of facial expressions.
Two common approaches are those based in geometric features
and appearance-based methods. The author in this paper
empirically studied the facial representation based on featu-
res named Local Binary Pattern (LBP) for facial expression
recognition independent from person.

For this purpose the markov random field [57] was used.
The paper consider a texture to be a stochastic, possibly
periodic, two-dimensional image field. A texture model is a
mathematical procedure capable of producing and describing
a textured image. The paper explore the use of Markov
random fields as texture models. The binomial model, where
each point in the texture has a binomial distribution with
parameter controlled by its neighbors and “number of tries”
equal to the number of gray levels, was taken to be the
basic model for the analysis. A method of generating samples
from the binomial model is given, followed by a theoretical
and practical analysis of the method’s convergence. Examples
show how the parameters of the Markov random field control
the strength and direction of the clustering in the image. The
power of the binomial model to produce blurry, sharp, line-
like, and blob-like textures is demonstrated. Natural texture
samples were digitized and their parameters were estimated
under the Markov random field model. A hypothesis test was
used for an objective assessment of goodness-of-fit under the
Markov random field model. Overall, microtextures fit the
model well. The estimated parameters of the natural textures
were used as input to the generation procedure. The synthetic
microtextures closely resembled their real counterparts, while
the regular and inhomogeneous textures did not.

The author in [48] also shows that models based on bags
performs better than spatial models for the most common
data sets, but the results here suggest that this is due to
characteristics of the datasets. But those differences must to
be more studied to be more well characterized, in order to
determine which aspects of bag models in comparison to
spatial models are responsible for these differences.

IV. CORRELATED WORKS

In [58], Nascimento has proposed a system for automatic
detection of objects in images, in order to indicate the presence
or absence of a particular object. The author tried to cover
the difficulties involved in the detection process of objects,
such as object rotation and translation, scale, and lighting.
To do this, the author conducted an analysis of the available
techniques then implemented algorithms known and finally
evaluated results obtained.

The author has exposed different techniques available for
the object detection task, and generated as a result a guide
to help identify the technique that better fits some domain.
His work differs from that proposed in this project since it is
an evaluation of existing techniques, and the project proposed
here consists of an integrated tool to be use by developers
and/or end users.



In [?], Maia presents some methods based on Local Des-
criptors using a representation of vision systems that do not
restrict the objects to be detected/recognized by its pose and
size. In this scenario, he conducts an analysis through a case
study using the proposed methodology.

The Maya’s work differs from the work proposed here by
not addressing the issue of the specifics issues that each class
of objects can present. In addition, a developer would have to
be trained in order to understand the technical proposal, and
then implement the final solution.

In [59], Felzenszwalb presents a cutting edge system to find
objects in cluttered images, introducing the use of latent vari-
ables that allow objects to be recognized even with variations
in their appearance. This increases the detection efficiency but
complicates the training task.

The Felzenszwalb’s work differs from the work proposed
here by not presenting a solution that simplifies the developer’s
task, even consisting of a solution that improves the perfor-
mance of object detection for certain classes, it not necessarily
wants to cover all of them. The library proposed here aims to
address the specificities of each object class through the use
of domain specific detectors.

In [60], the Bertrand presents the PyCVF. It is an open
source framework that provides basic functionality for com-
puter vision and video mining, such as: application processing,
indexing multimedia data sets, models of training and search
for results in a model.

The problem with this work within the context of this paper
is that it requires prior knowledge from developers about the
functioning of object recognition techniques, such as training,
and the use of models. The integrator proposed here aims to
provide a transparent recognition of objects for the developer
and end user. PyCVF or another library like OpenCV[61]
could be used by our detectors.

In [16], Gao aims to provide a suitable framework for
representing content and automatic feature extraction. For
this he uses a multi-resolution framework based on grid for
image content representation and feature extraction. This in
combination with a hierarchical boosting algorithm using the
SVM classifier in a multi-dimensional feature space. These
features are subdivided into multiple spaces with few dimen-
sions on which they apply the Principal Component Analysis
(PCA), in order to explore correlations between features, and
train a weak classifier simultaneously. The author performed
experiments within the realm of natural images, and claims to
have obtained positive results, and that the procedure can be
successfully applied to other image areas.

In [62], Leibe presents a model for detecting multiple object
classes through the use of Generative Models. The author
claims to have contributed to an efficient object recognition
system capable of recognizing and simultaneous locating of
several object classes.

The solutions proposed by [16] and [62] have focused the
techniques details involved in the detection of object classes
task. They actually do an important contribution as they
achieved the state of the art in the application of the available

techniques. Although they have delivered the developer a
way forward to make the object detection in a domain, their
solutions can not be transparent about the techniques details
like training, use of classifiers and automatic annotation. And
then, requires prior knowledge on Computer Vision aspects.

The solution proposed here also intends to allow detection
of multiple classes of objects through the use of various
detectors, but one for each domain, allowing the user to
combine them for better results.

V. INTEGRATOR TOOL DESCRIPTION

The solution proposed here is based on a software integrator
arranged in three layers, as shown in Figure 6. The main layer
contains the integrator, whose function is to receive commands
through parameters and redirect them to the detectorś layer. On
this layer are the detectors, each detector is a piece of software
programmed to recognize objects within a certain scope. To
exemplify, in Figure 6, there exists one detector for each of
the following domains: vegetation, people and vehicles. Each
detector in turn, can use thirdy-party libraries (like OpenCV)
from the lib’s layer to provide the required functionality.

Figure 6. Integrator Architecture

The integrator consists of an executable program which
receives a path to an image and some configuration commands
as input parameters. The detectors folder indicates detectors
known, as shown in Figure 7. The commands expected by the
integrator aims at selecting which detectors will be used for
the detection task and to set the output format generated.



Figure 7. Integrator Folder Structure

Figure 8. Integrator Use Case

Each detector is a self contained software, specialized for
a domain, previously trained, and has varying complexity. Its
purpose is to carry out specific detection of a domain object,
as shown in Figure 9, you can develop a detector to know
how to identify vegetation from a top view. This detector may
detail, for example, if the object encountered is a shrub, tree or
lawn. Each directory contains a detector folders with images
used in training (both positive and negative examples), and
files generated by the training stage, for use in the detection
step. As can be seen by Figure 8, the plugin must provide a
function for your classifier can be retrained, and a function to
process an image. Any other dependencies that the detector
has to be placed in this directory.

Figure 9. Estrutura do Detector de Vegetação

Here it is important to emphasize the importance of the
independence of each detector, they can encapsulate details
of varying complexities, and use the techniques, libraries and
algorithms that best apply to the treated area. After processing
an image, each detector will return the objects found in
the format specified in Annex 1, plus any other relevant
information.

After each detector have returned the objects found, the
integrator will concatenate the responses received and generate
a final response to the initial request, as can be seen in
the activity diagram Figure 10. In this way, the programmer
can use integrator to perform object detection ignoring the
complexity of the detectors involved in the process. He needs
just to worry about dealing with the information returned,
which indicates each object found, its class and its position
within the image.



Figure 10. Diagrama de Atividade - processarImagem()

Each detector should provide a set of object types that it
can detect, and for each object a set of attributes in xml or
json format, see Annex 1.

Each detector should consist of an executable file of a
particular platform (eg. windows, mac or linux), the example
in Figure 9, the executable file is textit vegetation. To run
it should make the ’vegetation’ command using the following
options:

• detect [attributes]: the return of this command should be
some text(xml or json) containing the detected objects.
Possible attributes:

– -image: specifies an image to detect objects.
– -video: specifies a video for object detection. Each

tag object in this case is increased by the attribute
"time".

The idea is that each executable is autonomous and perform
the task of detection using a classifier already trained and
suitable for the detection. The user of the integrator tool des-
cribed here will tell which detectors should be used specifying
a command as described in Annex 2.

The command will return a xml or json file containing a set
of elements as defined in Annex 1. With these the developer
of user information may make subsequent computations you
want.

Through the class diagram Figure 11, it is possible to
check the classes implemented in this solution. The class
IntegratorTool by means of the method readDetctors query
the folder detectors, which contains all known detectors. Each
detector is called through a system call, so each one must
implement the DetectorInterface interface, which defines the
methods train() and processImage(), and provides a concrete
method main(), who handles the parameters and correctly call
the mentioned methods. To develop a new detector named
people_detector the developer must follow the steps:

1) Create a PeopleDetector class (similar to the class Vehi-
cleDetector on Figure 11);

2) Implement the DetectorInterface interface and generate
an executable to forward the parameters received for the
method main, defined within the interface;

3) Finally, the generated executable must be named peo-
ple_detector and positioned in a directory named peo-
ple_detector, inside the detectors directory, as shown in
Figure 7.

Figure 11. Diagrama de Classes

Below are three examples to illustrate the use of the integra-
tion tool. For these examples it is assumed that the following
detectors are available: vehicle detector, detector vegetation,
people detector, see Figure 7. All input images are taken from
a top view. Examples:

• In this example, there is a picture of a forest area
photographed from a helicopter and you want to detect
the amount of trees contained in that image to determine
the level of deforestation, see Figure 12.

Figure 12. Input picture for Vegetation Detector

To this end, one can use the integrator tool informing the
use of the vegetation detector:



1) detect -enable=vegetation -
image=forest_picture.png –format=json

• In this example, there is an image captured from a
crossing between avenues from the top of a building
and one wishes to count the number of vehicles and
pedestrians in each crossing side for generating traffic
information, see Figure 13.

Figure 13. Input picture for Vehicles and Person detectors. Source:
www.tribunadonorte.com.br

To this end, one can use the tool integrator informing the
use of both vehicle and people detectors. This command
can be passed in two ways: enabling two detectors
directly or disabling the vegetation detector:

1) detect -enable=vehicle,people -
image=crossing_picture.png -format=json

2) detect -disable=vegetation -
image=crossing_picture.png -format=json

• The third example, also uses a crossing in a urban scene,
but includes the need to extend the detection of objects
in order to evaluate the amount of vegetation of a city,
besides generates traffic information, see Figure 14.

Figure 14. Input picture for all detectors. Source: www.atibaianovo.com.br

In this case, all available detectors should be used, the
command will be:

1) detect -enable-all -image=crossing_picture2.png -
format=json

For any of the above cases, if the developer decides to re-
search about the techniques, algorithms and libraries available
for object detection, he would have to answer questions like:
How do you characterize the human vision algorithmically?
What are the available libraries that best fit the problem?
How to train a classifier to recognize a certain class of
objects? How to prepare images for training? How to optimize
the selection of images to get better? Which features to
seek? Which detector to use? What classifier to use? One
should use segmentation? The final algorithm has satisfactory
computational performance? How to treat the semantic gap
and the sensorial gap? [11] [37]

Each object class domain may answer to the questions above
in a particular way. A systematic survey of the literature on the
subject exhibited a wide range of techniques and cases where
object detection has been successfully applied, and showed
how to adjust the parameters of the algorithms for the dealt
domain. However, this is not a trivial task, and depending on
the issues presented by the image database in hand, some effort
to reach the ideal solution may be necessary.

The solution proposed here states that experienced develo-
pers in detection of object classes within a certain area should
develop a detector that encapsulates all the complexity and
know-how involved in this task. Thus, new developers would
use this detector, in order to avoid the expenditure of time
and energy on expertise in matters that are unfamiliar to them
and perhaps, even with dedication, they probably would failure
to reach a satisfactory result due to incompatible professional
profile, lack of competence or shortly dedication.

VI. CONCLUSION AND FUTURE WORKS

This work aimed to propose an integrative tool for recogni-
tion of object classes in digital images. As a result introduced
a systematic mapping of the area where the most referenced
work area were found, and the most used techniques were
classified according to their functionality and performance. It
was found that the recovery of semantic information from
images is not a trivial task. This task involves challenging
issues such as: semantic gap, sensorial gap and computational
cost. The object class detection in images still can bring
other challenges, such as variations intra-class and inter-class.
Several techniques of feature extraction and machine learning
have been developed to achieve satisfactory results.

The integrator tool delivered a very simple interface, useful
to developers and to end-users. In addition, to develop a
satisfactory solution for a given class of objects, it was shown
that a developer needs to have knowledge about algorithms
and recognition techniques best suited to the desired object
classes. What is a considerable difficulty for developers who
have no formal training in computer vision.

The solution proposed here achieves its goals, while des-
cribing an environment that offers recognition of ready-made
objects class solutions for specific areas, made by experts, and
suitable for use by non-expert developers.



For future work, in order to further contribute to the field
of ubiquitous systems, a extension library would be made to
provide a technical environment for implementing recognition
of object classes adapted for the limited resources on mobile
devices. The idea is to avoid data transferring over Internet to
a remote server, and use some ad hoc network communication
between devices, as proposed by [4].

Another possible future work is to identify the main de-
mands recognition of objects of the most common classes in
ubiquitous applications, and to develop a set of plugins for
these classes in order to make a this integrator tool a useful
piece of software from a practical point of view.

VII. ANNEX

Annex 1. Detector’s output formats
XML:
<plugin name=”detector_vegetacao”>
<objects>
<object type=”arvore”>
<coords x=”99” y=”99” w=”64” h=”128”/>
</object>
<object type=”arbusto”>
<coords x=”99” y=”99” w=”64” h=”128”/>
</object>
<object type=”gramado”>
<coords x=”99” y=”99” w=”64” h=”128”/>
</object>
</objects>
</plugin>
JSON:
[
“plugin_name” : “detector_vegetacao”,
“objects” : [
“type” : “arvore”,
“coords” : “x” : 99, “y”: 99, “w”:64, “h” : 128
,
“type” : “arbusto”,
“coords” : “x” : 99, “y”: 99, “w”:64, “h” : 128
,
“type” : “gramado”,
“coords” : “x” : 99, “y”: 99, “w”:64, “h” : 128
]
]
Annex 2. A utilização da biblioteca de plugins por meio

do desenvolvedor se dará através do uso do comando ’detec-
tor_principal’, com as opções abaixo:

• detect [atributos]: o retorno desse comando deverá ser o
xml ou json contendo os objetos detectados. Atributos
possíveis:

1) –enable-all = habilita todos os plugins
2) –disable-all = desabilita todos os plugins
3) –enable=X,Y = habilita os plugins X e Y
4) –disable=Z,W = desabilita os plugins Z e W
5) –image: especifica uma imagem para se detectar

objetos.

6) –video: especifica uma vídeos para detecção de
objetos. Cada tag objeto neste caso vem acrescida
do atributo “time”.

7) –format: especifica o formato de retorno dos objetos
detectados: xml ou json.
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